
35https://journals.viamedica.pl/rpor

research paper

reports of practical Oncology and radiotherapy 
2021, Volume 26, no. 1, pages: 35–42 

DOI: 10.5603/rpOr.a2021.0005
submitted: 27.04.2020

accepted: 22.07.2020

Address for correspondence: Daisuke Kawahara, Ph.D., Department of Radiation Oncology, Institute of Biomedical and Health Sciences, 
1–2–3 Kasumi, Minami-ku, Hiroshima-shi, Hiroshima, Japan, tel: (+81) 82-257-1545, fax: (+81) 82-257-1546;  
e-mail: daika99@hiroshima-u.ac.jp

T1-weighted and T2-weighted MRI image synthesis 
with convolutional generative adversarial networks

Daisuke Kawahara1, Yasushi Nagata1, 2

1Department of Radiation Oncology, Institute of Biomedical and Health Sciences, Hiroshima University, Hiroshima, Japan
2Hiroshima High-Precision Radiotherapy Cancer Center, Hiroshima, Japan

AbstrAct

background: The objective of this study was to propose an optimal input image quality for a conditional generative adver-

sarial network (GaN) in T1-weighted and T2-weighted magnetic resonance imaging (MrI) images.

Materials and methods: a total of 2,024 images scanned from 2017 to 2018 in 104 patients were used. The prediction frame-

work of T1-weighted to T2-weighted MrI images and T2-weighted to T1-weighted MrI images were created with GaN. Two 

image sizes (512 × 512 and 256 × 256) and two grayscale level conversion method (simple and adaptive) were used for the 

input images. The images were converted from 16-bit to 8-bit by dividing with 256 levels in a simple conversion method. For 

the adaptive conversion method, the unused levels were eliminated in 16-bit images, which were converted to 8-bit images 

by dividing with the value obtained after dividing the maximum pixel value with 256.

results: The relative mean absolute error (rMae) was 0.15 for T1-weighted to T2-weighted MrI images and 0.17 for 

T2-weighted to T1-weighted MrI images with an adaptive conversion method, which was the smallest. Moreover, the adaptive 

conversion method has a smallest mean square error (rMse) and root mean square error (rrMse), and the largest peak signal-

to-noise ratio (psNr) and mutual information (MI). The computation time depended on the image size.

conclusions: Input resolution and image size affect the accuracy of prediction. The proposed model and approach of pre-

diction framework can help improve the versatility and quality of multi-contrast MrI tests without the need for prolonged 

examinations.
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Introduction

Magnetic resonance imaging (MRI) has been 
widely used; it is non-intrusive and it can provide 
functional information. There are different con-
trast images in magnetic resonance MRI types. T1-
weighted MRI enhances the signal of the fatty tissue 
and suppresses the signal of the water. T2-weighted 
MRI enhances the signal of the water. Consider-
ation of all the information provided by these mo-

dalities is conducive to MRI image analysis and 
diagnosis. On the other hand, the disadvantage of 
the MRI is that it takes a long time to scan, which 
might cause a motion artifact [1, 2]. 

Deep learning has been used for the image-to-
image translation networks for image prediction 
problems such as mapping images to edges and seg-
ments, and mapping labels to realistic images. Han 
performed image-to-image translation between  
T1-weighted MRI and computed tomography (CT) 
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images by convolutional neural networks (CNNs) 
[3]. Convolutional neural network is one of the 
most typical structures of deep learning. Convolu-
tional neural network can take in an input image 
and differentiate one from the other by assigning 
importance (learnable weights and biases) to vari-
ous aspects/objects in the image. Therefore, CNNs 
have been widely used in medical image analyses, 
such as detection and classification [4, 5]. On the 
other hand, CNN consists of convolutional, pool-
ing, and fully connected layers, adding more layers 
in CNNs may simply lead to a degradation problem 
or, in other words, it has been shown that the ac-
curacy degrades rapidly by increasing the network 
depth [6]. Recently, a generative adversarial net-
work (GAN) has been used that has two networks 
which is simultaneously CNN [6].

The GAN has a generator that synthesizes data 
and discriminator that distinguishes between the 
real and synthesized data. These models can syn-
thesize more realistic images by incorporating the 
conventional synthesis error and an adversarial 
loss. Nie et al. proposed the prediction framework 
from MRI image to CT image with GAN [8–10]. 

Moreover, Yang et al. proposed the cross-modal-
ity generation framework in MRI with GAN [11]. 
They resized the MRI images to a resolution of 256 
× 256 pixels. Also, they used the input image which 
scaled from 8-bit images (0–255) to a range of –1 
to 1. It might reduce the features of the image syn-
thesis by downsizing the image size or reducing the 
range of the grayscale level.

The current study proposed the prediction 
framework with GAN which had two CNNs: 
generator synthesis the T1-weighted MRI image 
from T2-weighted MRI image or T2-weighted 
MRI image from T1-weighted MRI image, and 
the discriminator evaluates them by comparing 
them with real images. Moreover, the appropriate 
input image parameters for the generated image 
are proposed.

Material and methods

Data acquisition
Images from 104 patients were retrospectively 

analyzed under institutional-review-board-ap-
proved study. The MRI image for each patient was 
acquired with a 3.0 T Philips Ingenia scanner us-
ing T1‐weighted and T2-weighted MRI images. 

The scan parameters for each image are shown in 
Table 1.

GaN model
In a CNN, local neighborhood pooling opera-

tions and trainable filters are applied with the raw 
input image [12, 13]. Convolutional neural net-
work is superior in image classification and visual 
object recognition tasks when trained with appro-
priate regularization [14]. Generative adversarial 
networks proved superior in image generation 
[15]. Generative adversarial networks use two dif-
ferent networks of a generator and discriminator 
networks.

The generator and discriminator networks are 
trained simultaneously, while the generator at-
tempts to produce realistic images that confuse 
the discriminator. In the current study, the GAN 
framework shown in Figure 1 was designed. An 
approach is proposed for predicting a framework 
that is based on a conditional GAN with a genera-
tor that estimates the MRI image and discriminator 
that distinguishes the real or synthesis MRI im-
ages. Hyperparameter optimization was performed 
within the training data set, and the evaluation for 
each algorithm was performed with the test set. The 
channels in a past study are commonly used as im-
age red–green–blue (RGB) channels in most neural 
networks [16]. Figure 2 shows the U-net which was 
used in the generator. Two types of architecture of 
the U-net were used according to the input images 
of sizes 512 × 512 and 256 × 256. The transfor-
mation of the RGB channel from 16-bit grayscale 
used a linear interpolation at the same location in 
the MRI image. However, there are many unused 
grayscale levels. In the current study, 8-bit RGB 

table 1. Magnetic resonance imaging (MrI) scan 
parameters

Parameter T1 T2

Te 23 ms 100 ms

Tr 2100 ms 3000 ms

TI 1000 ms –

acquired matrix 288 × 197 512 × 336

FOV 220 mm 220 mm

Voxel size
0.76 × 0.76 × 1.12 

mm
0.43 × 0.43 × 0.65 

mm

scan time [min] 2.12 2.36

Te — time to echo; Tr — repetition time; TI — inversion time; FOV — field-
-of-view
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PNG images were converted from 16-bit DICOM 
images as shown in Figure 3 with the following two 
methods. One is the simple conversion method in 
which a 16-bit (0–65,536) image is converted to an 

8-bit (0–255) image by dividing with 256 levels. 
The other is the adaptive conversion method, in 
which the unused levels are first eliminated in the 
16-bit (0–65,536) images. Then, conversion to 8-bit  

Figure 1. a generative adversarial network (GaN) framework. Given an input MrI, the image in a target contrast with the 
same anatomy is created by Generator. Discriminator discriminates between real and synthesized MrI (T1-weighted and 
T2-weighted) images. The subnetworks of Generator and Discriminator are trained simultaneously. Generator minimizes an 
adversarial loss function and a pixel-wise. Discriminator aims to maximize the adversarial loss function

 

Figure 2. Overall architecture of the U-net used in Generator of the proposed DcNN model. The current study used two types 
of image sizes 512 × 512 (A) and 256 × 256 (b)

a B
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(0–255) images is performed by dividing with 
0.27 bits, which is the value obtained by divid-
ing the maximum pixel value of T1-weighted and  
T2-weighted MRI images by 256. The dataset of 
2,024 images consisted of brain T1-weighted and 
T2-weighted MRI images from 104 patients. The 
data were split into two sets: the training used 1,514 
images of 70 patients and the model testing used 
510 images (34 patients).

The proposed models were implemented using 
the Ubuntu system (16.04) with TensorFlow pack-
ages (V1.7.0, CUDA 9.0, Python 2.7). Except for 
the batch size, all models were trained with identi-
cal hyperparameters and instance normalization. 
A minibatch of 2D MRI images was selected from 
the training set at each iteration randomly. Three 
hundred epochs were used to run on an 11-GB 
NVIDIA GeForce GTX 1080 GPU.

evaluation
The prediction accuracy of the model for syn-

thesized MRI and real MRI images was evaluated 

for the following five metrics: the relative mean 
absolute error (rMAE), relative mean square er-
ror (rMSE), relative root mean square error 
(rRMSE), peak signal-to-noise ratio (PSNR), 
and mutual information (MI). The rMAE was 
defined as
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Here r(i,j) is the value of pixel (i,j) in the real 
MRI image, s(i,j) is the value of pixel (i,j) in the 
synthesized MRI image, and nxny is the total num-
ber of pixels. rMSE is the maximum signal intensity 
possible and the mean square error (or difference) 
of the image, which can be presented as 
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Figure 3. Grayscale conversion methods: A. simple conversion method in which a 16-bit (0–65,536) image was converted to 
an 8-bit (0–255) one by dividing by 256 levels. b. adaptive conversion method, in which the unused levels were eliminated in 
the 16-bit (0–65,536) image first and, then, conversion to an 8-bit (0–255) one was performed by dividing by 0.27 bit, in which 
the maximum pixel value was divided by 256

a

B
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rRMSE is defined as
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Here d is a dynamic range. MI is used as a cross-
modality similarity measure [13]. It is calculated as 
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Here m and n are the intensities in the syn-

thesized MRI image Ir and real MRI image Is, re-
spectively. p(m) and p(n) represent the marginal 
probability distributions of m and n. p(m, n) is the 
joint probability distribution of Ir and Is. Statistical 
Analysis was performed using paired t‐tests.

results

Figure 4 shows samples of cross-modality gener-
ation results for the synthesized T2-weighted MRI 

images with input image size of 512 × 512 in the 
adaptive conversion method. The proposed predic-
tion framework learned anatomical structures such 
as gray matter, white matter, optic nerve, and brain 
stem in T1-weighted MRI images. The synthesized 
T2-weighted MRI images can be reproduced with 
similar pixel intensity in these structures for real 
T2-weighted MRI images. Table 2 shows the aver-
age rMAE, rMSE, rRMSE, PSNR, and MI com-
puted from the bone and tissue regions for synthe-
sized T1-weighted and T2-weighted MRI images. 
The adaptive conversion method significantly de-
creased the rMAE, rMSE, and rRMSE (paired t-test;  
p  <  0.01). The PSNR and MI were significantly 
larger for the adaptive conversion method. For the 
comparison of the simple conversion methods with 
the input image sizes of 512 × 512 and 256 × 256, the 
rMAE, rMSE, and rRMSE with the high-resolution 
image were smaller than that with the low-resolution 
image (paired t-test; p < 0.01), and the PSNR and 
MI with the high-resolution image were larger than 
that with the low-resolution image (paired t-test;  
p < 0.01). The computation time means for the 
training to create the prediction model. However, 
the computation time of the high-resolution input 
image is approximately 3.5 times longer than the 
time taken by the lower-resolution input image. In 
the case of the same resolution input images, there 

Figure 4. samples of cross-modality generation results. A. T1-weighted MrI image. b. synthesized T2-weighted MrI image. 
c. real T2-weighted MrI image 

a B c
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was a small difference in computation time between 
the adaptive and simple conversion methods.

Figure 5 shows samples of cross-modality gen-
eration results for the synthesized T1-weighted 
MRI images with input image size of 512 × 512 
in the adaptive conversion method. The synthe-
sized T1-weighted MRI images can be repro-
duced with similar pixel intensity in gray matter, 

white matter, optic nerve, and brain stem for real  
T1-weighted MRI images. Table 3 shows the aver-
age rMAE, rMSE, rRMSE, PSNR, and MI computed 
from the bone and tissue regions for synthesized 
T1-weighted MRI images. The adaptive conversion 
method significantly decreased the rMAE, rMSE, 
and rRMSE (paired t-test; p < 0.01). The PSNR 
and MI were significantly larger for the adaptive 

table 2. average relative mean absolute error (rMae), smallest mean square error (rMse), root mean square error (rrMse), 
the largest peak signal-to-noise ratio (psNr), and mutual information (MI) computed from the synthesized T1-weighted MrI 
image from the T2-weighted MrI images. The time to create the training model with 1,514 images of 70 patients is defined as 
the computing time

Method rMAE rMSE rRMSE PSNR MI Computing time [min]

simple conversion (512 × 512) 0.19 0.10 0.32 44.84 1.12 2,794

simple conversion (256 × 256) 0.28 0.15 0.38 42.26 1.04 785

adaptive conversion (512 × 512) 0.15 0.07 0.24 58.53 1.30 2,780

table 3. average relative mean absolute error (rMae), smallest mean square error (rMse), root mean square error (rrMse), 
the largest peak signal-to-noise ratio (psNr), and mutual information (MI) computed from the synthesized T2-weighted MrI 
image from the T1-weighted MrI images. The time to create the training model with 1,514 images of 70 patients is defined as 
the computing time

Method rMAE rMSE rRMSE PSNR MI Computing time [min]

simple conversion (512 × 512) 0.20 0.15 0.40 42.54 0.99 2,690

simple conversion (256 × 256) 0.24 0.19 0.47 41.80 0.95 792

adaptive conversion (512 × 512) 0.17 0.1 0.31 56.90 1.15 2,672

a B c

Figure 5. samples of cross-modality generation results. A. T2-weighted MrI image. b. synthesized T1-weighted MrI image. 
c. real T1-weighted MrI image
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conversion method (paired t-test; p < 0.01). In the 
comparison of the simple conversion methods with 
input image sizes of 512 × 512 and 256 × 256, 
the high-resolution input image significantly de-
creased the rMAE, rMSE and rRMSE (paired t-test;  
p < 0.01). The PSNR and MI were significantly 
larger with the high-resolution input image (paired 
t-test; p < 0.01). However, the computation time of 
the high-resolution input image is approximately 
3.3 times longer than the lower-resolution input 
image. In the case of the same resolution input im-
ages, there was a small difference in computation 
time between the adaptive and simple conversion 
methods. 

The times to create the synthesized MRI images 
using all the trained models were approximately 
28–30 s for the conversion of both T1-weighted 
to T2-weighted MRI images and T2-weighted to  
T1-weighted MRI images.

Discussion

The current study used the conditional GAN 
with a generator and a discriminator for generating 
brain MRIs based on GANs from T1-weighted or 
T2-weighted images and evaluated the appropri-
ate input image parameters. In a prior study, Jog et 
al. proposed the random forest method in multi-
contrast MRI image synthesis [17]. The PSNR was 
24.7–28.0 in the synthesis from T1-weighted to T2-
weighted MRI images and 22.3–23.4 in the syn-
thesis from T2-weighted to T1-weighted MRI im-
ages, which were lower than the current study. The 
prediction by random forest method is averaged 
during the process of image synthesis. It may lead 
to a loss of high spatial frequency information. The 
GAN model proposed in the current study trained 
the image generation and distinguishing the image 
of the real or synthesized images, simultaneously. 
By incorporating the adversarial loss, the detail of 
the texture information in the target contrast is 
captured, thereby making higher synthesis quality 
possible by comparison with absolute error loss or 
typical squared. 

Yang et al. predicted the T2-weighted MRI im-
ages from the T1-weighted MRI images with a con-
ditional GAN [11]. The current study increased 
the convolutional layers and expanded the range of 
the grayscale in the images. The current study had 
a higher PSNR and MI for both image synthesis 

of T1-weighted to T2-weighted MRI images and  
T2-weighted to T1-weighted MRI images. 

The input image matrix size affected the synthe-
sized image quality. The high-resolution input im-
age increased the accuracy of the image synthesized. 
The features around the tissue or lesion are seen bet-
ter in the high-resolution image. Although the com-
putation time to create the training model is long for 
the larger input size, there is little difference in the 
generating time for the synthesized MRI image after 
training. The smaller input size images should be 
used when evaluating the optimal training model. 
To consider the introduction of the clinical model, 
the training model should be created without resiz-
ing the scanned image size. The adaptive conver-
sion method additionally increased the accuracy of 
the synthesized image quality. The quantity of the 
information using the adaptive conversion method 
can increase more than three times compared with 
the simple conversion method. The sufficient image 
level in learning contributes to the increase of the 
tissue contrast. The adaptive conversion method can 
generate higher-quality results without increasing 
the time to create the training model. 

In clinical applications, MRI is widely used be-
cause of the diversity of contrast in soft tissues. 
Each MRI pulse sequence can generate distinct 
contrasts within the same anatomy. In turn, the 
available diagnostic information in clinical practice 
is increased by using multi-contrast MRI images 
acquired in the same subject. However, the multi-
contrast MRI image requires a long acquisition 
time. Moreover, a past study reported that a subset 
of the acquired contrasts was corrupted by arti-
facts or excessive noise artifacts occasionally [18]. 
The proposed model of image synthesis can obtain 
a multi-contrast MRI image using one sequence in 
a few seconds for one patient. It leads to a reduction 
of the moving artifact or any other artifact. Thus, 
the method can improve the scan time dramati-
cally and improve analysis tasks, such as segmenta-
tion and registration. For radiation diagnosis, the 
multi-contrast MRI image should assist in lesion 
detectability. Further study is needed to evaluate 
the detectability of the lesion. 

conclusion

Input resolution and image size affect the accura-
cy of prediction. The proposed adaptive conversion 
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model and approach of prediction framework can 
help reduce the scan time and improve the versatil-
ity and quality of multi-contrast MRI tests.
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