Dose estimation in patients treated with radiotherapy for SARS-COVID disease based on EPID measurement
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Introduction. COVID radiotherapy requires performance of all radiotherapy (RT) procedures during one site visit due to the infectious nature of the disease. The aim of the study was to develop methods of estimating the delivered dose based on electronic portal image device (EPID) signal during treatment.

Material and methods. Electronic portal image device signal was measured as a function of the phantom dose. The dose in 14 COVID patients was estimated for two 6x6MV beams.

Results. The method allows to estimate dose in phantom with uncertainty of 12%. In this case, a systematic error was reported. Therefore, coefficients for clinical data were calculated and used to determine the dose in patients. The mean difference between the dose calculated and the dose measured for the 14 patients was 1%, but the uncertainty of this method was estimated as ±6%

Conclusions. The proposed method may be useful in clinical practice as in vivo method. However, due to high uncertainty, it should be dedicated to the detection of “big” errors.

Key words: SARS-COVID, EPID, fluence map, QA, in vivo dosimetry

Introduction
In December 2020, the National Research Institute of Oncology in Poland, Gliwice Branch, began the irradiation of SARS-COVID patients [1, 2]. A dose of 1 Gy was scheduled to the lung volume. This was part of a II phase study performed on 14 patients hospitalized between December 2020 and April 2021 due to severe viral pneumonia over the course of COVID-19 in the Department of Infectious Diseases and Hepatology, Medical University of Silesia, Bytom, Poland. There were 5 females and 9 men with a median age of 66 years (range 49–78). All of them required continuous oxygen supplementation. Inclusion criteria consisted of COVID-19 infection confirmed by polymerase chain reaction (PCR), age ≥18 years, Zubrod score ≤3 points, clinical and radiological (radiography [RTG] or high resolution computed tomography [HRCT]) signs of viral pneumonia, severe COVID-19 – stage 3 according to national guidelines with SpO₂ < 90% and the need for oxygen supplementation the ability for providing of concise consent. Among the exclusion criteria were acute respiratory distress syndrome (ARDS), the need for invasive or mechanical ventilation, pregnancy,
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any thorax malignancy in the last 5 years, contraindication for medical transport for low dose radiotherapy (LDRT) procedure, cognitive impairment and therapy with another experimental therapies. The study was conducted according to the guidelines of the Declaration of Helsinki, and approved by the Ethics Committee of the Maria Sklodowska-Curie National Research Institute of Oncology, Gliwice Branch, Poland; all participants gave written informed consent. RT administered at LDRT modulates the inflammatory response. This anti-inflammatory action of LDRT includes various mechanisms including the induction of apoptosis in immune cells, decreasing levels of some proinflammatory cytokines, inhibiting leukocyte recruitment and the reducing function of macrophages (Arenas). This feature of LDRT was discovered and clinically utilized in the first half of the 20th century prior to the era of antibiotics in the treatment of a wide range of inflammatory and infectious diseases such as sinusitis, arthritis, gas gangrene, carbuncles, inner ear infections, including pneumonia (Calabrese) [22, 23]. Due to the above facts, the concept of utilizing LDRT as a suppressor of COVID-19 related pneumonia was raised.

The radiotherapy linear accelerator TrueBeam manufactured by Varian equipped with as 1200 EPID was used. As the TPS treatment planning system ECLIPSE (Varian), version 16.1, was used. During the irradiation/treatment of SARS-COVID patients, it was presumed that the following assumptions should be followed:

• the duration of the procedure should be minimized,
• the number of persons in direct contact with the patient should be minimal,
• all Radiotherapy Trials Quality Assurance (RT QA) requirements must be met.

This must be done during a one-off radiotherapy session. An important part of the RT QA procedures is the full control of the delivered dose. This task is difficult to accomplish because the standard treatment "planning path" does not exist here. The patient has no stabilization and no 3DCT imaging. All procedures of "treatment planning" and QA are carried out in a treatment room. An irradiation technique should be simple. Two opposite fields with multi-leaf collimators (MLC) were selected. The irradiation time of the 1 Gy dose was calculated for a depth of half of the AP dimension. For a beam angle 0° and 180°, a dose of 0.5 Gy was planned. This procedure is also used for palliative cases. The main question of this study was: Is it possible to verify the delivered dose during a single session?

The fluence map obtained with EPID was tested to measure the dose in real time [3–5], repeated treatment [6–9], point dose measurement [10] and dose distribution [11–14]. Fluence maps were also used to verify the correct operation of the MLC [15–18] or compatibility with the planned dose distribution [19]. EPID can be used as a dose meter in in vivo dosimetry [20, 21]. For this purpose, cone-beam computed tomography (CBCT) and EPIDs are excellent tools. A 3D image is obtained with CBCT and an EPID is used to acquire a fluence map during a therapeutic session to estimate a dose. The aim of the study was to develop a method of measuring the dose during a therapeutic session using the EPID.

**Material and methods**

Irradiation is carried out by two opposite X-6MV fields. A 1 Gy dose is defined at a point at a depth of ½ of the AP dimension in the geometric center of the right field beam (right lung). The irradiation time was calculated for this depth using the Eclipse InReg module [1, 2]. These calculations do not take into account tissue density and are based only on dose depth, beam specification and source to surface distance (SSD) dimensions. In the case, the calculated dose may be overstated as the density of the lung tissue is less than the density of water. After a therapeutic session a CBCT is acquired. It is used
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to calculate the 3D distribution of the dose for the previously calculated irradiation time. During irradiation a fluence map is measured by an EPID. This signal can be correlated with the dose (fig. 1).

If “A” is selected close to the exit of the beam, then the output dose takes into account the absorption of radiation. The radiation absorption through the couch can be omitted and the output dose can be correlated at “A” with the EPID signal “B”. The higher the dose at “A”, the greater measured signal. EPID calibration should be carried out to correlate signal (CU) and radiation dose (Gy) dependency.

The next step is to determine the dependence of the signal of dose on the distance between “A” and “B”. It is assumed that the greater this distance, the smaller the measured signal if the dose at “A” is constant. Measurements were made for SSD = 90, 100 and 110 cm. The position of the EPID was set at 160 cm. The phantom is 20 cm thick, changing the SSD changes the distance between “A” and “B”; DEP – distance EPID point “A”. These distances are: 50, 40 and 30 cm for SSD: 90, 100 and 110 cm. At a depth of ½ AP of the phantom, the following doses were defined: 0.5, 1.0 and 1.5 Gy, for a 10 x 10 cm beam. The dose at “A”, “A1” and “A2” are due to different effective depths because the CIRS (Computerized Imaging Reference Systems, Inc., IMRT Thorax Phantom Model 002LFC) measurement phantom has a heterogeneous density (fig. 2).

The calculated doses at “A”, “A1” and “A2” will take dependencies into account. In order to confirm the dose calculation model based on the EPID, a “blank test” was performed.

This method was used for 14 patients with SARS-COVID. Images (MV, kV) were taken to determine the AP dimension and define the irradiated volume by determining the MLC shape. Based on the AP dimension and the shape of fields, the irradiation time was calculated for 1 Gy using the Irreg module. The middle of the AP dimension was situated in the middle of the left lung beam. The Irreg module calculates irradiation time based on the depth for 1 g/cm³ density for the defined dimension of the field. After irradiation, a CBCT imaging was performed to determine the density and to define treated volumes and critical organs. The shape of the irradiation fields was copied onto the acquired 3DCBCT. 3D radiation dose distribution calculations were performed using the ECLIPSE Acuros algorithm v 16.1 [1, 2]. Dose output points were selected for field 0° and 180°. Four points were obtained to compare the
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**Figure 2.** Phantom and points “A”, “A1” and “A2” location for which the doses used for EPID calibration as a function of distance were calculated. Equivalent depths should be 21.5 cm, 19.3 cm and 12.1 cm respectively for points “A”, “A1” and “A2”. The difference in these depths is related to the densities through which the beam’s “radius” passes.
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**Figure 3.** Relationship between the EPID signal (CU) and the output dose for different therapeutic table distances from the EPID: A 50 cm, B 40 cm and C 30 cm. The straight directional coefficient depends on the DEP, and the correlation coefficients for all DEP are above 0.99.
measured and calculated doses. These points were selected in the homogeneous dose volume. These single measurement points can be subject to great uncertainty, therefore average values, from four points, were analyzed.

To assess the conformity of the calculated and measured values, non-parametric tests such as the Wilcoxon signed-rank test were used, taking a p value less than 0.05 as the level of statistical significance.

**Results**

The dependence of the EPID value on the value of the output dose was measured. In the dose range from 0.15 Gy to 0.9 Gy, a linear relationship ($r^2 = 0.99$) was found between the output dose (phantom) and the signal value (EPID–CU). The next stage involved measuring the EPID signal at a distance from the position of the therapeutic table for different output dose values. Figure 3 shows the results of the EPID signal dependency on different distances from the therapeutic table and different output doses.

The measurements showed a linear relationship of 0.95 confidence for a correlation coefficient above 0.99. On this basis, a directional factor “K” could be determined for the DEP dependency (EPID distance from the output dose):

$$\text{Dose [Gy]} = \text{CU} \times K(\text{DEP})$$  \[1\]

The calculations showed the following values of the coefficient “K”: 3.2106 for DEP = 50 cm, 2.6871 for DEP = 40 cm, 2.304 for DEP = 30 cm. These dependencies describe an exponential function:

$$K(\text{DEP}) = a \times \exp(b \times \text{DEP})$$  \[2\]

The least squared method was used to calculate coefficients “a” and “b”, which were equal to: 1.2932 and 0.0182. The correlation coefficient of the match was above 0.99.

The sets of “K” coefficients obtained from the measurements were then compared:

$$K(\text{DEP}) = \text{dose [Gy] outlet} / \text{CU (measured)}$$  \[3\]

and contrasted with the “K” factor calculated from formula [2], for the calculated coefficients “a” and “b”. The Wilcoxon test was used to compare the results, which did not show statistically significant differences between them (p > 0.05).

A blank evaluation of the output dose was performed, based on the CU measurement, to validate the developed model. The dose should have been estimated at the defined point (fig. 2). The EPID signal was read as described before. Since the dose was defined in the middle of the AP dimension of the phantom, it was necessary to introduce a relationship between the point of its definition and the point of the output dose. The % depth dose (%DD) value was used for the equivalent depth and read from the dose distribution. This approach is consistent with the actual dose estimation conditions for treated patients. The results of the comparison are presented in table I.

The mean dose differences – measured and calculated for “A”, “A1” and “A2” were: 0.75% for SSD = 100 cm, 1.97% for SSD = 110 cm, and 1.22% for SSD = 90 cm. Doses were compared using the Wilcoxon test. No differences were reported between them, which would have been statistically significant (p = 0.5165). It can be assumed that it is possible to estimate the dose (in a phantom) based on EPID signal measurements.

Table I. Doses calculated by the treatment planning system and estimated based on the EPID signal measurement. Model validation conditions on the measurement phantom for geometry is similar to the patient’s irradiation conditions

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>A</td>
<td>0.1446</td>
<td>40</td>
<td>0.3887</td>
<td>53.6</td>
<td>0.73</td>
<td>0.75</td>
<td>-3.30%</td>
</tr>
<tr>
<td>100</td>
<td>A1</td>
<td>0.1539</td>
<td>40</td>
<td>0.4137</td>
<td>56.3</td>
<td>0.73</td>
<td>0.75</td>
<td>-2.02%</td>
</tr>
<tr>
<td>100</td>
<td>A2</td>
<td>0.1876</td>
<td>40</td>
<td>0.5043</td>
<td>63.7</td>
<td>0.79</td>
<td>0.75</td>
<td>5.56%</td>
</tr>
<tr>
<td>110</td>
<td>A</td>
<td>0.4713</td>
<td>30</td>
<td>1.0562</td>
<td>54.9</td>
<td>1.92</td>
<td>2</td>
<td>-3.76%</td>
</tr>
<tr>
<td>110</td>
<td>A1</td>
<td>0.5046</td>
<td>30</td>
<td>1.1308</td>
<td>58.5</td>
<td>1.93</td>
<td>2</td>
<td>-3.34%</td>
</tr>
<tr>
<td>110</td>
<td>A2</td>
<td>0.6136</td>
<td>30</td>
<td>1.3750</td>
<td>67.4</td>
<td>2.04</td>
<td>2</td>
<td>2.06%</td>
</tr>
<tr>
<td>90</td>
<td>A</td>
<td>0.1945</td>
<td>50</td>
<td>0.6272</td>
<td>52.0</td>
<td>1.21</td>
<td>1.25</td>
<td>-3.50%</td>
</tr>
<tr>
<td>90</td>
<td>A1</td>
<td>0.2093</td>
<td>50</td>
<td>0.6750</td>
<td>55.3</td>
<td>1.22</td>
<td>1.25</td>
<td>-2.29%</td>
</tr>
<tr>
<td>90</td>
<td>A2</td>
<td>0.2449</td>
<td>50</td>
<td>0.7898</td>
<td>63.8</td>
<td>1.24</td>
<td>1.25</td>
<td>-0.96%</td>
</tr>
</tbody>
</table>
Table II shows the results of the measured EPID dose for one of the patients. The results, for all patients, indicate that all measured doses were lower than the calculated average of 12%. Only 4 out of 14 measurements were within the uncertainty level (<12%). The Wilcoxon test showed statistically significant differences (p < 0.05) between the set of calculated and measured doses. Shifting the result of this measurement in one direction indicates a systematic error.

The measured dose was lower than planned for all studied patients. The geometry of the dose measurement using a phantom is different than in the case of patient irradiation e.g., patient dimensions vs phantom dimension. The EPID calibration was performed for a 10 x 10 cm beam, the actual dimension of the irradiation beam was 22 x 25 cm.

The dose output was correlated with the EPID signal for the relationship received from the clinical data using the same method as the phantom. The coefficients "a" and "b" from formula 2 were recalculated and values were obtained: a = 1.4405 and b = 0.0191. Based on these coefficient values, differences between the measured and calculated dose were found to be below 6% (except for one patient). This value falls within the uncertainty of the method estimated at ±6%. The mean difference for all patients between the calculated and measured doses was less than 1% (tab. III).

The Wilcoxon's statistical tests did not show statistically significant differences between the sets of calculated and measured doses (p = 0.8937).

**Discussion**

With regard to clinical dosimetry, in order to calculate the right dose for patients a method needs to be developed. This path determines all necessary factors that are used in clinical practice. It is necessary to explain why the described method allowed for dose estimation in the phantom model based on the EPID signal and showed a systematic error in the calculated dose when used in the patient model.

Figure 5 shows the relationship between the calculated dose and the EPID signal measured under phantom and pa-
tient. It can be seen that the $r^2$ factor has different values, which indicates a greater dispersion of measuring points in clinical conditions. This shows that in clinical practice the uncertainty of the described method is greater. Not all phenomena associated with patient irradiation were included in the phantom model.

The selection of the CU point from the fluence map is highly uncertain and coordinates do not fully match the position of the output dose. Beam divergence is not taken into account. Phantom measurements are made for a 10 x 10 cm beam field. By correcting the field size – the output factor from TPS, the difference between the 10 x 10 cm and 25 x 25 cm field amounting to 6% – the consistency between the doses would improve, reducing the mean difference from 12% to 9%. There is also a diffused radiation issue. The performed phantom measurements allow for the determination of coefficients that can be used to calculate the dose in a patient. It needs to be remembered that there is more than 12% uncertainty, and the result is only for evaluating whether a big mistake was made. Despite the differences in the measurement geometry, the developed method of correlating the CU signal with the dose for clinical data was applied. When IMRT, VMAT were not used in RT, *in vivo* dosimetry was widely utilized [21]. The question arises: should we use the presented method? Direct contact with the patient during an irradiation session is minimized, the presence of physicists measurements does not seem to be justified. The instruments and meters used for these measurements would require sterilization due to special COVID treatment conditions. The delivery of a dose of 1 Gy should not induce negative radiation effects. The dose verification is an additional procedure. The proposed method of using an EPID does not compromise the irradiation process. This is the only method that can be used without extending the irradiation session time.

Electronic portal image device as a dose measurement system was studied [3, 10, 12]. Publications show the possibilities of EPID in dose estimation [3, 21]. Based on dynamic techniques [4, 7, 8], the comparison of fluence maps is an optimal way
of assessing the calculated dose and its real distribution. This comparison is not about one point, but the matrix of points. Measuring a matrix (a fluence map) reduces measurement uncertainty. There is no commercial solution that would estimate patient’s volume dose based on a fluence map. The proposed method is burdened with uncertainty of 12%, but it is possible to use it in clinical conditions for estimating “big errors”. For SARS-COVID patients, information about the received dose of radiation is useful. Further work will be carried out in the direction of using a larger number of points for reading the signal.

Conclusions
The method of dose estimation based on EPID signal measurement allows for its application in clinical practice only under certain conditions. It must be prepared in advance using phantom measurements and validated by the measurement data of real patients. Its uncertainty is within 12% and it should be treated as a method of detecting a “gross” dosimetry error.
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